## Question 1

1 An experiment consists of rolling a pair of dice and observing the uppermost faces. The sample space for this experiment consists of 36 outcomes listed as pairs of numbers:

$$
S=\{(1,1),(1,2), \cdots,(6,6)\}
$$

Let $E$ be the event that both faces are even and $F$ the event that both faces add to 6 . Which of the following statements is true?
(a) $E$ and $F$ are mutually exclusive
(c) $E \cup F=S$
(d) $E \cup F^{\prime}=S$
(b) $E \cap F=\{(4,2),(2,4)\}$
(e) $E \cap F^{\prime}=\emptyset$
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## Question 4
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## Question 7

7 A new piece of electronic equipment has five components. the probability of failure within a year is 0.1 for each component. Assuming that the failure of the various components are independent of each other, what is the probability that no component will fail in the first year?
(a) $(0.1)^{5}$
(b) $1-(0.1)^{5}$
(c) $1-(0.9)^{5}$
(d) $(0.9)^{5}$
(e) 0.1
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## Question 8, Ex 2, F07

8 A magician's hat contains 3 rabbits, a squirrel and a groundhog. The magician pulls animals out of her hat at random, stopping when she runs out of animals. What is the probability that the third animal she pulls out of her hat is a groundhog?
(a) $\frac{1}{10}$
(b) $\frac{1}{5}$
(c) $\frac{3}{10}$
(d) $\frac{3}{20}$
(e) $\frac{1}{4}$
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- We can make a tree diagram to represent the outcomes for this experiment:
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## Question 9, Ex 2, F07

9 The following is a histogram for the probability distribution of a random variable X .


What is $P(X \leq 3)$ ?
(a) 0.4
(b) 0.6
(c) 0.8
(d) 0.2
(e) 0.5
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(a) How many outcomes are in the sample space for this experiment?
(b) Let $E$ be the event that you observe a 6 on the twelve sided die, what is the probability of $E$ ?
(c) Let $F$ be the event that the sum of the numbers on the uppermost faces is 6 . What is the probability of $F$ ?
(d) Are $E$ and $F$ Mutually Exclusive?
(e) Are $E$ and $F$ Independent?
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(a) How many outcomes are in the sample space for this experiment?

- There are $6 \times 12=72$ pairs of numbers in the sample space.
(b) Let $E$ be the event that you observe a 6 on the twelve sided die, what is the probability of $E$ ?
- $E=\{(1,6),(2,6),(3,6),(4,6),(5,6),(6,6)\}$. Because all outcomes in the sample space are equally likely, $\operatorname{Pr}(E)=\frac{\# E}{\# S . S .}=\frac{6}{72}$
(c) Let $F$ be the event that the sum of the numbers on the uppermost faces is 6 . What is the probability of $F$ ?
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$\mathbf{1 2}$ (10 Pts) Each person in a group of 5 people chooses a number (secretly) between 1 and 20 (inclusive). When the numbers are revealed, they put them on a list.
(a) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are allowed?
(b) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are not allowed?
(c) If five people each choose a number at random (and independently) from the numbers $1-20$ (inclusive), what is the probability that all five numbers will be different?
(d) If five people each choose a number at random (and independently) from the numbers 1-20 (inclusive), what is the probability that at least two of the numbers will be the same?
$\mathbf{1 2}$ (10 Pts) Each person in a group of 5 people chooses a number (secretly) between 1 and 20 (inclusive). When the numbers are revealed, they put them on a list.
(a) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are allowed?
- We have $\underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20}=20^{5}$ such lists.
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(d) If five people each choose a number at random (and independently) from the numbers 1-20 (inclusive), what is the probability that at least two of the numbers will be the same?
$\mathbf{1 2}(10 \mathrm{Pts}) \quad$ Each person in a group of 5 people chooses a number (secretly) between 1 and 20 (inclusive). When the numbers are revealed, they put them on a list.
(a) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are allowed?
- We have $\underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20}=20^{5}$ such lists.
(b) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are not allowed?
- We have $\underline{20} \cdot \underline{19} \cdot \underline{18} \cdot \underline{17} \cdot \underline{16}=P(20,5)$ such lists.
(c) If five people each choose a number at random (and independently) from the numbers 1-20 (inclusive), what is the probability that all five numbers will be different?
(d) If five people each choose a number at random (and independently) from the numbers 1-20 (inclusive), what is the probability that at least two of the numbers will be the same?
$\mathbf{1 2}$ (10 Pts) Each person in a group of 5 people chooses a number (secretly) between 1 and 20 (inclusive). When the numbers are revealed, they put them on a list.
(a) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are allowed?
- We have $\underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20}=20^{5}$ such lists.
(b) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are not allowed?
- We have $\underline{20} \cdot \underline{19} \cdot \underline{18} \cdot \underline{17} \cdot \underline{16}=P(20,5)$ such lists.
(c) If five people each choose a number at random (and independently) from the numbers $1-20$ (inclusive), what is the probability that all five numbers will be different?
- Because the numbers are chosen randomly, all $20^{5}$ lists from part (a) are equally likely to occur. Therefore $\operatorname{Pr}($ all five numbers are different $)=$ $\frac{\# \text { lists with } 5 \text { different numbers }}{\text { Total number of lists }}=\frac{P(20,5)}{20^{5}}$.
(d) If five people each choose a number at random (and independently) from the numbers 1-20 (inclusive), what is the probability that at least two of the numbers will be the same?
$\mathbf{1 2}(10$ Pts) Each person in a group of 5 people chooses a number (secretly) between 1 and 20 (inclusive). When the numbers are revealed, they put them on a list.
(a) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are allowed?
- We have $\underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20} \cdot \underline{20}=20^{5}$ such lists.
(b) How many lists of five numbers can be made using the numbers 1-20 (inclusive), if repetitions are not allowed?
- We have $\underline{20} \cdot \underline{19} \cdot \underline{18} \cdot \underline{17} \cdot \underline{16}=P(20,5)$ such lists.
(c) If five people each choose a number at random (and independently) from the numbers $1-20$ (inclusive), what is the probability that all five numbers will be different?
- Because the numbers are chosen randomly, all $20^{5}$ lists from part (a) are equally likely to occur. Therefore $\operatorname{Pr}($ all five numbers are different $)=$ $\frac{\# \text { lists with } 5 \text { different numbers }}{\text { Total number of lists }}=\frac{P(20,5)}{20^{5}}$.
(d) If five people each choose a number at random (and independently) from the numbers 1-20 (inclusive), what is the probability that at least two of the numbers will be the same?
- By the complement rule $\operatorname{Pr}($ at least two will be the same $)=1-\operatorname{Pr}($ all five numbers are different) $=1-\frac{P(20,5)}{20^{5}}$.

13(10 Pts.) A group of 400 students at a small college were studied and information regarding gender and color blindness status was collected from each individual. The results of the study are recorded in the following table:

Gender

Color Blindness status

|  | Male | Female |
| :---: | :---: | :---: |
| Yes | 10 | 4 |
| No | 190 | 196 |

Let $C$ denote the event that an individual selected at random from the group is color blind and let M denote the event that an individual selected at random from the group is male.
(a) What is the probability that a randomly selected individual from the group is color blind? that is, what is $\mathrm{P}(\mathrm{C})$ ?
(b) Given that a male is selected at random from this group, what is the probability that he is color blind? that is, what is $P(C \mid M)$ ?
(c) Are the events C and M independent? Give a reason for your answer.
(d) Are the events $C$ and $M$ Mutually Exclusive? Give a reason for your answer.

13(10 Pts.) A group of 400 students at a small college were studied and information regarding gender and color blindness status was collected from each individual. The results of the study are recorded in the following table:

Gender

Color Blindness status

|  | Male | Female |
| :---: | :---: | :---: |
| Yes | 10 | 4 |
| No | 190 | 196 |

Let $C$ denote the event that an individual selected at random from the group is color blind and let M denote the event that an individual selected at random from the group is male.
(a) What is the probability that a randomly selected individual from the group is color blind? that is, what is $\mathrm{P}(\mathrm{C}) ? P(C)=14 / 400$.
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(c) Are the events $C$ and $M$ independent? Give a reason for your answer.
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| :---: | :---: | :---: |
| Yes | 10 | 4 |
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Let $C$ denote the event that an individual selected at random from the group is color blind and let M denote the event that an individual selected at random from the group is male.
(a) What is the probability that a randomly selected individual from the group is color blind? that is, what is $\mathrm{P}(\mathrm{C}) ? P(C)=14 / 400$.
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$P(C \mid M)=\frac{P(C \cap M)}{P(M)}=\frac{10 / 400}{200 / 400}=10 / 200$
(c) Are the events C and M independent? Give a reason for your answer.
(d) Are the events $C$ and $M$ Mutually Exclusive? Give a reason for your answer.
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13(10 Pts.) A group of 400 students at a small college were studied and information regarding gender and color blindness status was collected from each individual. The results of the study are recorded in the following table:

## Gender

Color Blindness status

|  | Male | Female |
| :---: | :---: | :---: |
| Yes | 10 | 4 |
| No | 190 | 196 |

Let $C$ denote the event that an individual selected at random from the group is color blind and let M denote the event that an individual selected at random from the group is male.
(a) What is the probability that a randomly selected individual from the group is color blind? that is, what is $\mathrm{P}(\mathrm{C}) ? P(C)=14 / 400$.
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(d) Are the events $C$ and $M$ Mutually Exclusive? Give a reason for your answer. $C$ and $M$ are not mutually exclusive, because $C \cap M$ is not empty, there are 10 students in $C \cap M$.

## Question 15, Ex 2, F07

15(10 points) The rules of a carnival game are as follows:

- You pay \$1 to play the game.
- The game attendant then flips a coin at most 4 times.
- As soon as the game attendant gets 2 heads or 3 tails, he stops flipping the coin.
- If the game attendant gets 2 heads, he gives you $\$ 2$ (you win).
- If the game attendant gets 3 tails, he gives you nothing (you lose).
(a) Draw a tree diagram representing the possible outcomes of the game.
(b) What is the probability that you win?
(c) Let $X$ denote the earnings for this game. What are the possible values for $X$ ?
(d) Give the probability distribution of $X$.
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- The game attendant then flips a coin at most 4 times.
- As soon as the game attendant gets 2 heads or 3 tails, he stops flipping the coin.
- If the game attendant gets 2 heads, he gives you $\$ 2$ (you win).
- If the game attendant gets 3 tails, he gives you nothing (you lose).
(a) Draw a tree diagram representing the possible outcomes of the game.

(b) What is the probability that you win?
(c) Let $X$ denote the earnings for this game. What are the possible values for $X$ ?
(d) Give the probability distribution of $X$.
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- You pay \$1 to play the game.
- The game attendant then flips a coin at most 4 times.
- As soon as the game attendant gets 2 heads or 3 tails, he stops flipping the coin.
- If the game attendant gets 2 heads, he gives you $\$ 2$ (you win).
- If the game attendant gets 3 tails, he gives you nothing (you lose).
(a) Draw a tree diagram representing the possible outcomes of the game.

(b) What is the probability that you win? The winning paths are shown in red above. $P($ Win $)=(0.5)^{2}+2(0.5)^{3}+3(0.5)^{4}=0.6875$
(c) Let $X$ denote the earnings for this game. What are the possible values for $X$ ?
(d) Give the probability distribution of $X$.
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- If the game attendant gets 3 tails, he gives you nothing (you lose).
(a) Draw a tree diagram representing the possible outcomes of the game.

(b) What is the probability that you win? The winning paths are shown in red above. $P($ Win $)=(0.5)^{2}+2(0.5)^{3}+3(0.5)^{4}=0.6875$
(c) Let $X$ denote the earnings for this game. What are the possible values for $X$ ? - $\$ 1$ (lose), $\$ 1$ (win)
(d) Give the probability distribution of $X$.

15(10 points) The rules of a carnival game are as follows:

- You pay $\$ 1$ to play the game.
- The game attendant then flips a coin at most 4 times.
- As soon as the game attendant gets 2 heads or 3 tails, he stops flipping the coin.
- If the game attendant gets 2 heads, he gives you $\$ 2$ (you win).
- If the game attendant gets 3 tails, he gives you nothing (you lose).
(a) Draw a tree diagram representing the possible outcomes of the game.

(b) What is the probability that you win? The winning paths are shown in red above. $P($ Win $)=(0.5)^{2}+2(0.5)^{3}+3(0.5)^{4}=0.6875$
(c) Let $X$ denote the earnings for this game. What are the possible values
for $X$ ? - $\$ 1$ (lose), $\$ 1$ (win)
(d) Give the probability distribution of $X$.

| $k$ | $\operatorname{Pr}(X=k)$ |
| :---: | :---: |
| $-\$ 1($ lose $)$ | $1-0.6875=0.3125$ |
| $\$ 1($ win $)$ | 0.6875 |

## Question 14, Ex 2, F07

14(10 pts) In a survey conducted on campus, 20 students were asked how many times they had checked their e-mail on the previous day. The results were as follows:
$1,2,2,2,2,2,2,2,3,3,3,3,3,3,4,4,4,4,5,10$.
(a) Organize the data in the relative frequency table below:

(b) Draw a histogram for the data on the axes provided below:
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$1,2,2,2,2,2,2,2,3,3,3,3,3,3,4,4,4,4,5,10$.
(a) Organize the data in the relative frequency table below:

| Outcome | Frequency | Relative <br> Frequency |
| :---: | :---: | :---: |
| 1 | 1 | $1 / 20$ |
| 2 | 7 | $7 / 20$ |
| 3 | 6 | $6 / 20$ |
| 4 | 4 | $4 / 20$ |
| 5 | 1 | $1 / 20$ |
| 10 | 1 | $1 / 20$ |

(b) Draw a histogram for the data on the axes provided below:
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(b) Draw a histogram for the data on the axes provided below:

- A histogram will be drawn on the blackboard

